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1. Introduction

The Common Public Radio Interface (CPRI) is an industry cooperation aimed at defining publicly available
specifications for the key internal interface of radio base stations, such as eCPRI connecting the eCPRI
Radio Equipment Control (eREC) and the eCPRI Radio Equipment (eRE) via a so-called fronthaul transport
network. The parties cooperating to define the specification are Ericsson AB, Huawei Technologies Co. Ltd,
NEC Corporation and Nokia.

Motivation for eCPRI:

Compared to CPRI [1], eCPRI makes it possible to decrease the data rate demands between eREC and
eRE via a flexible functional decomposition while limiting the complexity of the eRE.

Scope of Specification:

The necessary items for transport, connectivity and control are included in the specification. This includes
User Plane data, Control and Management Plane transport mechanisms, and means for synchronization.

The eCPRI specification supports 5G and enables increased efficiency in order to meet the needs foreseen
for 5G Mobile Networks. In contrast to CPRI, the eCPRI specification supports more flexibility in the
positioning of the functional split inside the Physical Layer of the cellular base station.

The scope of the eCPRI specification is to enable efficient and flexible radio data transmission via a packet
based fronthaul transport network like IP or Ethernet. eCPRI defines a protocol layer which provides various
- mainly User Plane data specific - services to the upper layers of the protocol stack.

The specification has the following scope (see Figure 1, Figure 1A and Figure 1B):

1. The internal radio base station interface establishing a connection between “eCPRI Radio Equipment
Control” (eREC) and “eCPRI Radio Equipment” (eRE) via a packet based transport network is
specified.

2. Three different information flows (eCPRI User Plane data, C&M Plane data, and Synchronization
Plane data) are transported over the interface.

3. The specification defines a new eCPRI Layer above the Transport Network Layer. Existing standards
are used for the transport network layer, C&M and Synchronization.

eCPRI Radio Equipment Control (eREC) eCPRI Radio Equipment (eRE)

User Plane Sync C&M User Plane Sync C&M

eCPRI Standard eCPRI Standard
specific Protocols specific Protocols
Transport Network Layer w Transport Network Layer

Figure 1: System and Interface Definition

The eCPRI interface can also be used between two eRECs or between two eREs as well as with
Interworking Function(s) (IWF) located between the eCPRI transport network and one/several CPRI node(s).

In Figure 1A the Interworking Function is located between the eCPRI transport network and one/several
CPRI RE node(s). The SAPs shall be terminated at both eCPRI and CPRI ends and bridged to each other
via vendor specific functionality. For this configuration IWF type 0 is used.

CPRI
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In Figure 1B the Interworking Functions are located between the respective CPRI nodes and the transport
network. The Interworking Functions bridge the CPRI link over the Fronthaul Transport Network. For this
configuration IWF type 1 and type 2 are used.

CPRI Radio Equipment Control (eREC) eCPRI/CPRI Interworking Function type 0
e T we— |
Plane  Sync C&M .
‘ “ Uﬁeﬁ Ueﬁ
eCPRI Standard eCPRI Standard Layer 2
specific Protocols specific Protocols
Transport Network Layer __{@; Transport Network Layer Layer 1 e

Figure 1A: System and Interface Definition with eCPRI/CPRI IWF type O

CPRI Radio Equipment Control (REC)
User Plane Sync C&M
Layer 2
IWF Transport Networl IWF
Layer 1
type 1 type 2

Figure 1B: System and Interface Definition with eCPRI/CPRI IWF type 1 and type 2

CPRI
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2. System Description

This section describes the eCPRI related parts of the basic radio base station system architecture and
defines the mapping of the functions to the different nodes. Furthermore, the reference configurations and
the basic nomenclature used in the following sections are defined.

The following description is based on the Evolved UMTS Terrestrial Radio Access (E-UTRA) and 5G (NR).
However, the interface may also be used for other radio standards.

2.1. Definitions/Nomenclature

This section provides the basic nomenclature that is used in the following sections.

eCPRI node:

The radio base station system is composed of two basic eCPRI nodes, the eCPRI Radio Equipment Control
and the eCPRI Radio Equipment (see Figure 1). The eCPRI Radio Equipment Control and the eCPRI Radio
Equipment are described in the following chapter. The radio base station system shall contain at least two
eCPRI nodes, at least one of each type: eREC and eRE.

eREC / eRE element:

A hardware or software component within an eCPRI node which alone does not constitute a full eCPRI node.
Protocol planes:

The following planes are outlined:

C&M Plane: Control and Management data flow for the operation, administration and
maintenance of the nodes.

User Plane: Three data flows covered by the User Plane:

a) Data flow to be transferred from the radio base station to the User
Equipment (UE) and vice versa.

b) Real time control data related to a).

c) Other eCPRI flows not covered by other protocol planes/flows.
Synchronization Plane: Data flow for synchronization and timing information between nodes.
eCPRI Protocol Layer:
A Protocol Layer defined by this specification and providing specific services to the upper layers.
Service Access Points:

For all protocol planes except Connection OAM, service access points are defined. These service access
points are denoted as SAPcwm, SAPs and SAPu as illustrated in Figure 1. A service access point is defined on
a per logical connection basis.

Logical connection:
A “logical connection” defines the interconnection between SAPs (e.g., SAPu) across peered eCPRI nodes.
Grandmaster Clock (GM):

Reference clock of a Precision Time Protocol-based Transport network. The GM can be located in the
network as well as in the eREC or eRE.

Downlink:

Direction from eNB/gNB to UE.
Uplink:

Direction from UE to eNB/gNB.

CPRI
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Service:

Method to access one or more functionalities via the eCPRI protocol. This method typically involves the
transmission/reception of eCPRI messages.

Figure 2 illustrates basic definitions related to service access points.

SAPg (X) Logical Connection for Synchronization (eREC<eRE) X} SAPs
SAPcwm (X) Logical Connection for C&M data (eREC<>eRE) X} SAPcw
SAPy (X) Logical Connection for User Plane data (eREC<eRE) X} SAPy

eREC [ j Transport Network eRE

Link

SAPg
SAPcu
SAPy

Figure 2: lllustration of basic definitions

eCPRI/CPRI Interworking Function (IWF):

A function providing a bridge between eCPRI and CPRI nodes. The protocol for both eCPRI and CPRI shall
be terminated within the IWF and bridged to/from each other. Three types of IWF are defined:

Type O:
Used in an “eREC <« Fronthaul <> IWF type 0 <> RE” configuration.
Type 1:

Used in an “REC < IWF type 1 <> Fronthaul <> IWF type 2 <> RE” configuration, connected to an
REC.

Type 2:

Used in an “REC < IWF type 1 < Fronthaul < IWF type 2 «<» RE” configuration, connected to an RE.
Interworking Function type 0 is described in sections 6.5.2 and 7, and types 1 and 2 in sections 6.5.3 and 8.
CPRI master port for IWF type 0:

The “CPRI master port for IWF type 0” is fully equivalent to “CPRI master port” described in section 2.1 of the
CPRI specification [1] and shall comply with all requirements for CPRI master ports stated in the CPRI
specification [1].

CPRI slave port for IWF type 1:

The “CPRI slave port for IWF type 1”7 is connected to and interacts with a “CPRI master port” and behaves as
a “CPRI slave port” when IWF type 1 and 2 are configured as described in this eCPRI specification.
However, the configuration and function of the “CPRI slave port for IWF type 1” itself is not equivalent to a
“CPRI slave port” and may not behave as a “CPRI slave port” unless operating in conjunction with the IWF
type 2 and RE.

CPRI master port for IWF type 2:

The “CPRI master port for IWF type 2” is connected to and interacts with a “CPRI slave port” and behaves as
a “CPRI master port” when IWF type 1 and 2 are configured as described in this eCPRI specification.

CPRI
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However, the configuration and function of the “CPRI master port for IWF type 2” itself is not equivalent to a
“CPRI master port” and may not behave as a “CPRI master port” unless operating in conjunction IWF type 1
and REC.

2.2. System Architecture

Radio base stations should offer deployment flexibility to mobile network operators, i.e., in addition to an all-
in-one radio base station, more flexible radio base station system architectures involving remote radio
equipment shall be supported. This may be achieved by a decomposition of the radio base station into two
basic building blocks, the so-called eCPRI Radio Equipment Control (eREC) and the eCPRI Radio
Equipment (eRE). Both parts may be physically separated (i.e., the eRE may be close to the antenna,
whereas the eREC is generally located in a conveniently accessible site) and connected via a transport
network.

Typically, the eREC contains part of the PHY layer functions and higher layer functions of the air interface,
whereas the eRE contains the other part of the PHY layer functions and the analog radio frequency
functions. The basic idea of the functional split between both parts is described in section 2.3.1. Several
examples of functional splits are described in informative Annex 6.1.

User Plane data (i.e. information flows between split PHY layer functions in eREC and eRE and their real-
time control), control and management and synchronization signals are packetized, multiplexed and
transferred over the transport network (fronthaul network) which eREC(s) and eRE(s) are connected to.

eCPRI does not constrain the use of network-layer and data link-layer protocols to form the network, so any
type of network can be used for eCPRI provided eCPRI requirements (defined in [15]) are fulfilled. eCPRI
also uses existing de-facto/de-jure standard protocols as much as possible where available. The basic idea
is illustrated in Figure 1.

Figure 3 shows an example of a system architecture with local eCPRI. eCPRI is used as an internal interface
within the eREC and/or eRE (local eCPRI) when the eREC/eRE consists of multiple eREC/eRE elements. In
addition, eCPRI and CPRI can coexist in a system. Please note that eCPRI has no backward compatibility
with CPRI.

(eREC N

eREC eREC eREC
element| |element| |element

s PTP local network
eREC type 1 GM
— - /

«

m local network
- eRE eRE eRE
eCPRI link element| |element| | element
Local eCPRI RE RE \J 4
CPRI link

Figure 3: System Architecture example with local eCPRI and IWF types 0, 1 and 2

CPRI
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The eCPRI/CPRI Interworking Functions type 0, 1 and 2 are also illustrated in Figure 3. IWF type O allows
connection of an RE as if it was an eRE (from the eREC viewpoint). Similarly, it provides REC functionality
(from the RE viewpoint). IWF types 1 and 2 combined provide a logical connection between REC and RE
nodes.

2.3. Functional Description

This section provides a description of the functional content of an eNB/gNB. The CPRI concept of a radio
base station divided into two nodes, one called REC (Radio Equipment Control) and the other called RE
(Radio Equipment) is still valid for eCPRI but with the small change of renaming the two nodes to eREC and
to eRE. The functional split across these two nodes can be outlined more flexibly than in the CPRI
specification. The functional content of an eNB/gNB (eREC and eRE) is listed in Table 1, references to
corresponding 3GPP Technical Specifications are included in the table.

Table 1: Functional content of eNB/gNB

Functions and Protocol Stack of eNB/gNB | 3GPP eNB Reference | 3GPP gNB Reference
eREC + eRE TS 36.nnn [2] TS 38.nnn [3]
Radio Base Station Control & Management - -
Backhaul transport - -
RRC (Radio Resource Control) 331 331
PDCP (Packet Data Convergence Protocol) 323 323
RLC (Radio Link Control) 322 322
MAC (Medium Access Control) 321 321
PHY (Physical) 201 201
(General description) (General description)
RF (Radio Functions) 104 104, 133
Measurements 214, 314 215
/ N / N
Fronthaul
eREC F Tonthay eRE
J
eNB / gNB
- J

Figure 4: Fronthaul Network definition

Regardless of which functional decomposition between eREC and eRE is selected for a specific
implementation, the “Fronthaul Network” is the interface between the two eCPRI nodes eREC and eRE.

The different functions listed in Table 1 can be located either in the eREC or in the eRE. When using eCPRI
for either existing or forthcoming radio standards such as the 3GPP 5G (NR) the functional decomposition
between eREC and eRE depends on vendor specific choices. Different implementations will be targeting
different objectives (radio performance, fronthaul performance adaptions, feature necessity circumstances
etc.) leading to a different functional decomposition between eREC and eRE.

CPRI
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2.3.1. Functional Decomposition

Figure 5 shows the protocol stack layers for a 3GPP 4G (LTE) or 5G (NR) radio base station. Five inter-layer
functional splits numbered A to E are depicted in the figure. One additional set of intra-PHY splits named
YL, I1;10}” is also shown. For more details of the intra-PHY splits refer to section 6.1.1.

Split A Split B Split C Split D Split E

\ = v = < N
RRC | PDCP > RLC | MAC —» ,

!.U
Q
g
u !
!
!
|
i
{'ITreT} 3ds

eNB/gNB

eRE

—

Figure 5: Functional decomposition on RAN layer level

As shown in Figure 5 the eNB/gNB consists of only two units: the eREC and the eRE. For some of the splits
an implementation with only two nodes may not be realistic. For instance, Split A with a central RRC and a
distributed unit containing the rest of the protocol stack would not support a number of features (such as
those requiring cell-coordination) efficiently. eCPRI assumes that the eNB/gNB consists of eREC and eRE(S)
only and thus the following text should be read with this in mind. The intra PHY Split is marked with a red
line, this is just an example showing how the figure shall be interpreted, the blue and yellow colored areas in
a eNB/gNB show what parts are located in eREC and eRE.

The CPRI specification [1] functional decomposition-split for E-UTRA corresponds to split E.

The advantages of the intra-PHY-split are: features such as Carrier Aggregation, Network MIMO, Downlink
CoMP, Uplink L1 Comp Joint Processing can be efficiently supported. Some of these features might of
course be supported by other splits as well.

Some disadvantages of the intra-PHY-split are: A fronthaul network with “higher” capacity and “lower” latency
is required compared to higher layer splits.

Table 2 shows how different splits will set different relative capacity- and latency-requirements on the
fronthaul network.

Table 2: Fronthaul requirements vs. splits

Split Fronthaul capacity Fronthaul latency
needs requirement
A Low, Relaxed

Scales with # MIMO layers

B Low, Relaxed
Scales with # MIMO layers

C Low, Relaxed
Scales with # MIMO layers

D Low, Very Strict
Scales with # MIMO layers

E Very High, Very Strict
Scales with # antenna ports

{I;IIv; I} See section 6.1.1 Very Strict

CPRI
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3. Interface Specification

3.1. Protocol Overview

The eCPRI interface includes the following information flows:
1. User Plane:

o User Data:
User information (to be transmitted from/to the base station to/from the user equipment)
with format depending on the underlying functional decomposition between the eREC and
the eRE.

o Real-Time Control data:
Time-critical control and management information directly related to the User Data.

o Other eCPRI services:
eCPRI services such as User Plane support, remote reset, etc.

2. C&M Plane:

o Control and management information exchanged between the control and management
entities within the eREC and the eRE. This information flow is conveyed to the higher
protocol layers and is not considered time critical.

3. Synchronization Plane:
o Synchronization data used for frame and time alignment.

eCPRI defines a protocol for the transfer of user plane information between eREC and eRE via a packet
based fronthaul transport network. For C&M and synchronization information flows, existing protocols and
standards are referenced as proposals. The interface supports Ethernet-switched or IP-routed fronthaul
networks. Figure 6 provides an overview on the basic protocol hierarchy for Ethernet/IP-based eCPRI
transport case.

CPRI
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eCPRI Services

I I
I . other | :
| Ul Rga"?mle eCPRI | || C&M Synchronization CO”S:K;'O”
| Data ontro services |
(I I I L |
e.g.
eCPRI protocol layer SNMP PTP || SyncE

CTT T T T T T [ “““““ : r

| UDP, TCP,

: =IBi | |scTP, etc. | UDP |

Lo __ [ __________ | L_l__J

b L ____ o

| _1P__

' | IPsec | cMP

L [ ___________ Lo——= ____[ _____ o

e NN \
Ethernet MAC | VLAN (priority tag) !l MACsec
e — | : Ethernet
OAM
Ethernet PHY

Figure 6: eCPRI protocol stack over IP / Ethernet

For the example of IP/Ethernet based eCPRI transport protocol shown in Figure 6, the following needs to be
considered:

e User Plane:
o In case of eCPRI over Ethernet (refer to section 3.2.1) UDP/IP is not used for the User plane.

o In case of eCPRI over IP (refer to section 3.2.2), Ethernet might not be used, even though Ethernet
is still a typical technology used to transfer IP packets.

o Message types used by eCPRI are described in section 3.2.3 in detail.
e C&M Plane:

o Please refer to Section 3.3 “C&M Plane” for more information.
e  Synchronization Plane:

o UDP/IP and VLAN are optional, e.g. the ITU-T PTP telecom profile G.8275.1/Y.1369.1 [4] only
defines PTP transport over Ethernet. Insertion of VLAN tag is not allowed in this profile, IP and
VLAN are thus not possible.

o Please refer to Section 3.4 “Synchronization Plane” and Annex 6.2 “Synchronization and Timing” for
more information.

. Connection OAM:
o Please refer to Annex 6.4 “Network Connection Maintenance” for more information.

° Please refer to section 3.1.1 for more information on “Ethernet PHY”.
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e Please refer to section 3.5 “QoS” for more information on “VLAN (priority tag)”.

e |Psec and MACsec are optional. Please refer to informative Annex 6.8 “Security” for more information.

3.1.1. Physical Layer

The Physical Layer typically follows electrical and optical physical reference standards provided in IEEE
802.3 [5], [6] for the following eCPRI use cases:

1. eCPRI over electrical cable
2. eCPRI over electrical backplane
3. eCPRI over optical fiber

A high flexibility in the choice of connector and transceiver for the optical fiber use case can be achieved by
adopting SFP+ [7], [8] and QSFP+ [9], [10].

However, usage of different form factors like CFP, CFP2/4 is not precluded by the eCPRI specification.

The following Table 3 lists typical examples of common Ethernet interface types for 10G, 25G, 40G and
100G Ethernet for the given use cases. Usage of other line rates / interface types is not precluded.

Table 3: Common Ethernet interface types for the given use cases

Use case Standard / Interface Type #Lanes Signal Rate per Lane
Optical 10GBASE-SR/LR/ER ([5], clause 52) 1 10G
10GBASE-LRM ([5], clause 68) 1 10G
25GBASE-SR, LR, ER ([5], clauses 112/114) 1 25G
40GBASE-SR4 LR4/ERA4 ([5], clauses 86/87) 4 10G
100GBASE-SR10 ([5], clause 86) 10 10G
100GBASE-SR4/LR4/ER4 ([5], clauses 95/88) 4 25G
Electrical 25GBASE-CR/CR-S ([5], clause 110) 1 25G
40GBASE-CR4 ([5], clause 85) 4 10G
100GBASE-CR10 ([5], clause 85) 10 10G
100GBASE-CRA4 ([5], clause 92) 4 25G
Backplane 10GBASE-KR ([5], clause 72) 1 10G
25GBASE-KR/KR-S ([5], clause 111) 1 25G
40GBASE-KRA4 ([5], clause 84) 4 10G
100GBASE-KR4 ([5], clause 93) 4 25G

3.2. User Plane

3.2.1. User Plane over Ethernet

In this option, eCPRI messages shall be transmitted in standard Ethernet frames? [5]. The Ethernet network
shall follow the definitions in [15].

The type field of the Ethernet frame shall contain the eCPRI Ethertype (AEFEis) [11]. The data field of the
Ethernet frame shall contain the eCPRI common header at the beginning, followed immediately by the
eCPRI payload. The eCPRI message shall be embedded in the Ethernet frame as a series of octets.

1 Also, frames with a payload size larger than 1500 octets can be supported

CPRI
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As the minimum size of the data field of an Ethernet frame is 46 octets, if necessary, the eCPRI data field is
padded with octets of zero to fill up this minimum size. This padding is not part of the eCPRI message and so
is not to be included in the eCPRI payload size field.

An eCPRI node involved in an eCPRI over Ethernet message exchange shall have at least one Ethernet
MAC address. All Ethernet MAC addresses within the Ethernet network shall be unique2. The assignment of
Ethernet MAC addresses to nodes/eCPRI services is out of scope of the eCPRI specification.

The Ethernet MAC header shall provide enough information about the source and the destination of the
eCPRI message to deliver the message successfully through the Ethernet network, with the required priority.
Further details of the format and definition of the Ethernet frame are out of scope of the eCPRI specification.

3.2.2. User Plane over IP

In this option, eCPRI messages shall be transmitted in UDP/IP packets.

The data field of the UDP datagram contains the eCPRI common header at its beginning, followed
immediately by the eCPRI payload. The eCPRI message shall be embedded in the UDP datagram as a
series of octets. The UDP datagram shall encapsulate the eCPRI PDU precisely, i.e. without requiring
padding octets added to the eCPRI PDU.

An eCPRI node shall have at least one IP address. All IP addresses within the IP network shall be unique 3.
The assignment of IP addresses to hodes/eCPRI services is out of scope of the eCPRI specification.

The header fields of the UDP/IP datagram shall provide enough information about the source and the
destination of the eCPRI message to deliver the message successfully through the IP network, with the
required priority. Further details of the format and definition of the UDP/IP datagram, and how the IP network
is to be maintained are out of the scope of the eCPRI specification.

eCPRI does not specify any range of UDP port values to identify the various eCPRI streams.

3.2.3. eCPRI Message Format

eCPRI messages shall have the format shown in Figure 7 and consist of a four byte eCPRI common header
followed by a variable length eCPRI payload.

2 Both locally unique and globally unique Ethernet MAC addresses are applicable.
3 There is no restriction on the IP version (IPv4 or IPv6) used in the IP-routed fronthaul network.
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Byte

0

1 eCPRI

2 Common Header

3

4 eCPRI Payload (First Byte)
I [
[ [
[ [
[ [
[ |
|

4. 65539 eCPRI Payload (Last Byte)
[ T T T T T —
MSB LSB
Figure 7: eCPRI message format
3.2.3.1. eCPRI Transmission Byte Order

Bytes
transmitted
from top
to bottom

When the range of a field is too large to fit in a single byte, multiple bytes are used to encode that field. For
eCPRI, the transmission byte order follows “network byte order” or “big endian”, i.e. the most significant byte
is sent first and the least significant byte is sent last (see [12]).

Example:

The hexadecimal number 0OXABCD1234 is sent as the byte sequence 0xAB, 0xCD, 0x12, 0x34.

3.2.3.2. Common Header

eCPRI Message Common Header shall have the format shown in Figure 8.

Byte

0

eCPRI Protocol

L Reserved C
Revision

eCPRI Message Type

fffff eCPRI Payload Size

Figure 8: eCPRI Common Header format

CPRI

Bytes
transmitted
from top
to bottom
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Where:

° eCPRI Protocol:

Revision indicates the protocol version. The eCPRI Protocol Revision is a positive integer value, see
section 4.4.

. eCPRI Message Type:

o indicates the type of service conveyed by the message.
o see Table 4

. eCPRI Payload Size:

size in bytes of the payload part corresponding to the eCPRI message. It does not include any
padding bytes following the eCPRI message. The maximum supported payload size is 216-1 but the
actual size may be further limited by the maximum payload size of the underlying transport network.

. C:

o eCPRI messages concatenation indicator.

“C=0" indicates that the eCPRI message is the last one inside the eCPRI PDU.

o “C=1" indicates that another eCPRI message follows this one within the eCPRI PDU. In this
case, 0 to 3 padding byte(s) shall be added to ensure that the following eCPRI message starts
at a 4-byte boundary. Padding byte(s) shall be ignored when received.

o Reserved bits shall be handled according to section 4.2.
3.2.3.3. eCPRI Payload

The payload of eCPRI messages shall follow the format specified in the corresponding eCPRI Message
Type sub-section of section 3.2.4. An eCPRI message payload typically includes an eCPRI message header
and its associated eCPRI message user data.

3.2.3.4. Mapping Examples

This section explains how eCPRI messages are mapped onto a transport network layer payload with
examples.

Figure 9 shows an example in which one eCPRI message is mapped onto a transport network layer payload
(e.g. UDP/IP or Ethernet).

Figure 10 shows an example in which two eCPRI messages are concatenated and mapped onto a transport
network layer payload (e.g. UDP/IP or Ethernet).

Byte from/to SAP
yt — u T

eCPRI
Common eCPRI Payload
Header

C=0 :«— eCPRI Payload Size ——————

S~ @ eCPRI Message -~
S~ eCPRI PDU S

N;\,rv%nripgt er Transport Network Layer Payload Padding
Headery (Transport Network Layer = e.g. UDP/IP, Ethernet) (optional)
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Figure 9: An example of non-concatenated case

Byte —  from/to SAPy, —— —  from/to SAPy, ——

—>
eCPRI 23F| ecPri
Common eCPRI Payload #0 B % Common eCPRI Payload #1
Header #0 S o | Header #1
o
C=1 «— eCPRI Payload Size #0 —i C=0 «— eCPRI Payload Size #1 —:

N eCPRI Message #0 e eCPRI Message #1 .

4-Byte boundary

eCPRI PDU
Ne'tr\:\la:)r;ipl_(): er Transport Network Layer Payload Padding
Headery (Transport Network Layer = e.g. UDP/IP, Ethernet) (optional)

Figure 10: An example of two concatenated eCPRI messages

3.2.4. Message Types

The message types listed in Table 4 are supported by eCPRI. The usage of these types is optional.
Message types #8 - #11 are intended for IWF type 1 « IWF type 2 communication.

Table 4: eCPRI Message Types

Message Type # Name Section
0 1Q Data 3241
1 Bit Sequence 3.24.2
2 Real-Time Control Data 3.243
3 Generic Data Transfer 3.244
4 Remote Memory Access 3.245
5 One-way Delay Measurement 3.24.6
6 Remote Reset 3.24.7
7 Event Indication 3.24.8
8 IWF Start-Up 3.24.9
9 IWF Operation 3.2.4.10
10 IWF Mapping 3.24.11
11 IWF Delay Control 3.24.12
12 -63 Reserved 3.24.13
64 - 255 Vendor Specific 3.2.4.14
3.2.4.1. Message Type #0: 1Q Data

3.2.4.1.1. Description/Usage

This message type is used to transfer time domain or frequency domain IQ samples between PHY
processing elements split between eCPRI nodes (eREC and eRE).

CPRI
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1 3.2.4.1.2. Message format

2 Figure 11 shows IQ Data Transfer message format.

Byte
0
————— PC_ID
1
2
””” SEQ_ID Bytes
3 transmitted
from top
4 IQ samples of User Data (first byte) to bottom
(%]
Q
=
o]
—
3+L IQ samples of User Data (last byte) v
0 | \ \ \ \ \ -
MSB LSB
3
4 Figure 11: IQ Data Transfer message format
5  Where:
6 o PC_ID:
7 o An identifier of a series of “IQ Data Transfer’ messages.
8 o For example, identifier of a physical channel, a user, a layer, an antenna port, etc. which has a
9 common property for PHY processing.
10 o How to allocate values to PC_ID is vendor specific.
11 e SEQ_ID:
12 o An identifier of each message in a series of “IQ Data Transfer” messages.
13 o For example, identifier of an OFDM symbol, a block of sub-carriers, etc.
14 o How to allocate values to SEQ_ID is vendor specific.
15 . IQ Samples of User Data:
16 o A sequence of 1Q sample pairs (I, Q) in frequency domain or time domain and associated
17 control information if necessary.
18 o Frequency domain IQ or time domain 1Q depends on the selected functional split between
19 eCPRI nodes and is vendor specific.
20 o The bit width of an IQ sample, the number of IQ sample pairs in a message, and the format of
21 IQ samples (e.g. fixed point, floating point, block floating point), etc. are vendor specific. The
22 actual format is known by the transmit/receive eCPRI nodes in advance.
23 3.2.4.1.3. Message sequence diagram
24 Figure 12 shows an example of IQ Data Transfer Sequence. In this example:
25 o A “Real-Time Control Information” message for PC_ID is transferred before a series of “IQ Data
26 Transfer” messages to inform the remote node how to process 1Q samples in following “IQ Data

27 Transfer” messages.

CPRI



o 01 AW NP

10

11
12

13
14

19 eCPRI Specification V2.0 (2019-05-10)

. An “IQ Data Transfer” message with PC_ID is transferred every OFDM symbol period. Each message
has a unique SEQ _ID.
. In general, multiple transfer sequence may happen in parallel with different PC_IDs, e.g. for multiple

physical channels, users, layers, antenna ports, etc.

| TTlor
subframe

Figure 12: Message sequence diagram (example)
3.2.4.2. Message Type #1: Bit Sequence

3.2.4.2.1. Description/Usage

This message type is used to transfer user data in form of bit sequence between PHY processing elements
split between eCPRI nodes (eREC and eRE).

3.2.4.2.2. Message format

Figure 13 shows Bit Sequence Transfer message format.
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Byte
0
fffff PC_ID
1
2
,,,,, SEQ_ID I Bytes
- transmitted
3
from top
to bottom
4 Bit Sequence of User Data (first byte)
(%]
Q
s
o)
-
3+L Bit Sequence of User Data (last byte) v
0 | \ \ \ \ \ -
MSB LSB
Figure 13: Bit Sequence Transfer message format
Where:
. PC_ID:
o An identifier of a series of “Bit Sequence Transfer” messages.
o For example, identifier of a physical channel, a user, a layer, an antenna port, etc. which has a
common property for PHY processing.
o How to allocate values to PC_ID is vendor specific.
o SEQ_ID:
o An identifier of each message in a series of “Bit Sequence Transfer” messages.
o For example, identifier of an OFDM symbol, a block of sub-carriers, etc.
o How to allocate values to SEQ_ID is vendor specific.
o Bit Sequence of User Data:

A Bit Sequence of User Data, e.g. channel coded data before modulation mapping.

The information carried by the Bit Sequence Transfer message depends on the selected
functional split between eCPRI nodes and is vendor specific.

o The length of a Bit Sequence in a message is vendor specific and known by the transmit/receive
node in advance.

3.2.4.2.3. Message sequence diagram

A message sequence example of the Bit Sequence Transfer is shown in Figure 14. In this example:

e A “Real-Time Control Information” message for PC_ID=a is transferred prior to a series of “Bit
Sequence Transfer” messages to inform the remote node how to process the user data in bit sequence
format in the following “Bit Sequence Transfer” messages.

e A “Bit Sequence Transfer” message with PC_ID is transferred every OFDM symbol period. Each
message has a unique SEQ_ID.

e In general, multiple transfer sequences may happen in parallel with different PC_IDs, e.g. for multiple
physical channels, users, layers, antenna ports, etc.
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| TTlor
subframe

Figure 14: Message sequence diagram (example)

3.2.4.3. Message Type #2: Real-Time Control Data

3.2.4.3.1. Description/Usage

This message type is used to transfer vendor specific real-time control messages between PHY processing
elements split between eCPRI nodes (eREC and eRE). This message type addresses the need to exchange
various types of control information associated with user data (in form of 1Q samples, bit sequence, etc.)
between eCPRI nodes in real-time for control/configuration/measurement. However, this type of information
highly depends on the selected function split and the actual implementation of these functions. So only the
message type for Real-Time Control Data is defined, but not the data format.

3.2.4.3.2. Message format

Figure 15 shows the Real-Time Control Data message format.

Byte
0
fffff RTC_ID
1
2
————— SEQ_ID Bytes
transmitted
3
from top
to bottom
4 Real Time Control Data (first byte)
n
Q
=
o]
—
3+L Real Time Control Data (last byte) v
0 | \ \ \ \ \ -
MSB LSB

Figure 15: Real-Time Control Data Message format
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Where:
) RTC_ID:
o An identifier of a series of “Real-Time Control Data” messages.
o For example, identifier for message structures of specific control / configuration / status /
measurement and request / response / indication types.
o How to allocate values to RTC_ID is vendor specific.
o SEQ _ID:
o An identifier of each message in a series of “Real-Time Control Data” messages.
o For example, identifier of message sequence, links between request and response messages,
etc.
o How to allocate values to SEQ_ID is vendor specific.
. Real-Time Control Data:
o The format of this part of the payload is vendor specific.

3.2.4.3.3. Message sequence diagram

Figure 16 shows an example of Real-Time Control Message passing sequence. In this example, Real-Time
Control Messages are transferred prior to and/or after the associated user data messages (in form of IQ Data
or Bit Sequence).

eCPRI eCPRI
Node 1 Node 2

Figure 16: Message Sequence diagram (example)

3.2.4.4. Message Type #3: Generic Data Transfer

3.2.4.4.1. Description/Usage

This message type is used to transfer user plane data or related control between eCPRI nodes (eREC and
eRE) providing extended data synchronization support for generic data transfers.

3.2.4.4.2. Message format

Figure 17 shows the Generic Data Transfer message format.
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Byte

77777 PC_ID

Bytes
5 transmitted

,,,,, SEQ_ID | from top
6 to bottom

8 Data transferred (first byte)

L bytes

7+L Data transferred (last byte)
\ \ \ \ \ \ \

MSB LSB

Figure 17: Generic Data Transfer message format

Where:

PC_ID:

o An identifier of a series of “Generic Data Transfer” messages.

o For example, identifier of a physical channel, a user, a layer, an antenna port, etc. or in case of

control, an identifier for control / configuration / status / measurement or other indication.

o How to allocate values to PC_ID is vendor specific.

SEQ_ID:

o 4-byte field of each message in a series of “Generic Data Transfer” messages.

o For example, identifier of
" message sequence
= data time relation to frame, OFDM symbol, a block of sub-carriers or sub-carrier etc.
» identifier for completion of transfer phase

o How to allocate values to SEQ_ID is vendor specific.

Data transferred:

o A sequence of
= user data samples in frequency or time domain and associated control information if

necessary
= control information
o User or control data content depends on the selected functional split between eCPRI nodes and
is vendor specific.
o The sample size, the number of samples etc. in a message, and the format of samples (e.qg.

fixed point, floating point, block floating point), etc. are vendor specific. The actual format is
known by the transmit/receive eCPRI nodes in advance.
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3.2.4.4.3. Message sequence diagram

Figure 18 shows an example of Data Transfer Sequence. In this example, the Message Type “Generic Data
Transfer” is used to transmit “User data”:

) A “Real-Time Control Information” message for PC_ID is transferred before a series of “Generic Data
Transfer” messages to inform the remote node how to process Data samples in following “Generic
Data Transfer” messages.

. An “Generic Data Transfer” message with PC_ID is transferred e.g. every OFDM symbol period. Each
message has a uniqgue SEQ_ID.
o SEQ _ID does not need to be continuous.

. In general, multiple transfer sequence may happen in parallel with different PC_IDs, e.g. for multiple

physical channels, users, layers, antenna ports, etc.

eCPRI eCPRI
Node 1 Node 2

. TTlor
subframe

Figure 18: Message sequence diagram (example)

3.2.4.5. Message Type #4: Remote Memory Access

3.2.4.5.1. Description/Usage

The Message Type “Remote Memory Access” allows reading or writing from/to a specific memory address
on the opposite eCPRI node. The service is symmetric i.e. any “side” of the interface can initiate the service.

The service is conceived in a generic way to handle different kinds of write and read access that depend on
the hardware used in a specific implementation. It is up to the driver routines for an implementation to map a
write/read request to its hardware implementation.

A read or write request/response sequence is an atomic procedure, i.e. a requester needs to wait for the
response from the receiver before sending a new request to the same receiver. A write request without
response is also defined, this procedure is a one-message procedure.

3.2.4.5.2. Message format

The “Remote Memory Access” message format is shown in Figure 19.
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Byte
0 Remote Memory Access ID
1 Read/Write Reqg/Resp
2
Element ID
3
4
————— Address Bytes
transmitted
7777777777 from top
to bottom
9
10
fffff Length =L
11
12 Data (first byte)
[%2]
[
=S
o]
-
11+L Data (last byte)
\J
0 | 7
MSB LSB
Figure 19: Remote Memory Access message format
Where:
. Remote Memory Access ID:

The Remote Memory Access ID is used by the initiator of the request when the response is received
to distinguish between different accesses.

o Read/Write & Request/Response:
The field consist of two parts, a read or write indication and a request or response indication.
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Read/Write Reqg/Resp
\ \ \ \ \

0 7

MSB LSB

Figure 20: R/W and Reqg/Resp

The Read/Write and Request/Response fields are coded according to Table 5 and Table 6.

Table 5: Read/Write coding

Value Read/Write

0000b Read

0001b Write

0010b | Write_No_Resp

0011b
.. Reserved
1111b

Table 6: Request/Response coding

Value | Request/Response
0000b Request
0001b Response
0010b Failure
0011b

. Reserved
1111b

The Response value 0010b (Failure) is used when the receiver of the request is unable to perform the
read/write request due to invalid content in received parameters or other faults.

Element ID:

Depending on implementation the Element ID could be used for instance to point out a specific
instance of a generic hardware function.

Address:

The Address is a 48-bit value. Details such as whether the memory on the opposite node is organized
in one or more memory banks or whether an address offset is signaled over the interface etc. are
vendor specific. The Element ID could be used for identifying a specific memory hardware instance.

Length:

For a request, the 2-byte Length field contains the number of bytes that are either to be written to or
read from a specific address.
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For a response, the 2-byte Length field contains the actual number of bytes that were either written or
read. If for some reason it was not possible to either read or write the full length of data, this will be
detected via the difference in the length field.

. Data:

The first Data-byte after the length-field is either the byte that will be written to the memory address
given in the write request or it is the byte read from the memory address given in the read request.

3.2.4.53.

Message sequence diagram

An eCPRI-node can at any time initiate a Remote Memory Access to another node. Depending on if it is a
request or a response and whether it is a read or write, different fields will be copied or set according to

Table 7.

Table 7: Parameter handling
Action ID Read/Write Reqg/Resp Element ID | Address | Length Data
Reay) Set Set to Read Set to Req Set Set Set No data
request
Read : : . . Number of The read
response Copied | Copied Set to Resp Copied Copied read bytes data
UL Set Set to Write Set to Req Set Set Set LII1E d_ata to
request be written
Write : . . . Number of
response Copied | Copied Set to Resp Copied Copied written bytes No data
Write No Set to The data to
response el Writ